
AGI: Definitions and Potential Impacts 
Artificial general intelligence (AGI) is commonly defined as a hypothetical AI system that would 

match or exceed human-level capabilities across the vast majority of cognitive tasks, though 

definitions vary across sources. Multiple AI companies have stated intentions to build AGI.1, 2, 3, 4 

An early definition from 1997 characterized AGI as “AI systems that rival or surpass the human 

brain in complexity and speed, that can acquire, manipulate and reason with general knowledge, 

and that are usable in essentially any phase of industrial or military operations where a human 

intelligence would otherwise be needed.” This definition emerged in the context of international 

security.5 

OpenAI’s charter from 2018 defines AGI as “highly autonomous systems that outperform humans 

at most economically valuable work.”6 A 2023 paper by Google DeepMind outlines five levels of 

AGI ranging from “Emerging” (matching unskilled humans in non-physical tasks) to “Superhuman” 

(outperforming 100% of skilled humans). In this framework, current AI systems like ChatGPT and 

Gemini are classified as “Emerging AGI,” having capabilities in a broad range of domains while 

remaining below median skilled human performance in most domains.7 

Some definitions focus on economic effects rather than capabilities, such as generating $100 

billion in profits8 achieving 10% world GDP growth rates.9 A related concept is transformative AI, 
which emphasizes societal change comparable to the industrial revolution.10 In the remainder of 
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this document, we will use AGI to refer to AI that automates the vast majority of non-physical 

work at an expert level, including complex, months-long projects. 

Debate remains about how or when AGI will be achieved. In recent years, large language models 

(LLMs) and multimodal models have substantially improved through scaling – training with more 

compute, data, and parameters11 – and through algorithmic improvements.12 Some believe a few 

more years of scaling will achieve AGI, while others believe that fundamentally new approaches 

are needed to reach AGI.13 One possible accelerating factor is the potential for pre-AGI systems to 

substantially automate AI research and development (AI R&D), or the process of discovering and 

implementing improvements to AI capabilities.14 

Potential impacts 

The potential impacts of AGI remain uncertain but could involve transformative benefits and risks. 

AGI could greatly increase the intellectual labor available to solve challenges in healthcare, 

medical research, education, energy technology,15 and scientific innovation. It would be capable of 

automating cognitive tasks across domains including software development, cybersecurity, legal 

analysis, finance, consulting, clinical diagnosis and advising, drug discovery, product design, 

marketing, creative arts, and engineering. 

The impact on employment and wages remains contested. AGI may or may not depress wages or 

cause mass unemployment, depending on adoption rates, the speed of capability advances, and 

regulatory barriers to automation. A crucial question is whether demand for human labor can be 

sustained despite an abundant supply of AGI “workers”.16 AGI development could lead to 

superintelligence more capable of intellectual tasks than 100% of skilled humans,17 or advanced 
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general-purpose robotics capable of automating virtually all physical tasks,18 especially if AI 

systems automate advances in AI and robotics research. 

AGI also presents the possibility of severe risks, given its expert-level ability to pursue arbitrary 

goals, including malicious goals. These risks fall into three categories: malicious use, malfunctions, 

and systemic risks.19 The following risk scenarios are not comprehensive or mutually exclusive, 

vary in likelihood, and could emerge from pre-AGI systems to lesser degrees. 

Biological weapons development. AGI could significantly lower barriers to developing biological 

weapons by providing expert-level guidance and accelerating dangerous research. Recent AI 

systems can now generate detailed, step-by-step plans for creating chemical and biological 

weapons that surpass plans written by PhD experts, with the latest models producing instructions 

rated superior to expert-generated plans 72% of the time.20 The dual-use nature of biological 

capabilities makes this particularly challenging – similar capabilities that advance beneficial 

medical research could also assist weapons development, as AI could assist across the entire 

development pipeline from planning and acquiring dangerous materials to designing enhanced 

pathogens and guiding laboratory work. 

Cyber offense. AGI systems could automate large-scale offensive cyber operations affecting 

software or physical systems. Nation-state cyber groups have used AI to assist with hacking 

attempts.21 LLMs have successfully discovered and exploited previously unknown software 

vulnerabilities,22, 23 although current language models are unable to reliably solve 

professional-level cyber challenges.24 

Persuasion and manipulation. AGI systems could manipulate public opinion through automated 

influence campaigns or persuade individuals or groups toward specific goals. Current AI can 
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produce text,25 images, and videos26 that are difficult to distinguish from human-created content, 

with research showing LLM-generated material can be more persuasive than human-created 

content.27 Current effects of AI on manipulating public opinion are unclear, as distribution 

channels may be a greater bottleneck than content creation.28 

Loss of control. Loss of control scenarios involve AI systems operating beyond human oversight, 

ranging from passive relinquishment of oversight to active undermining of human control. Recent 

AI systems show early signs of control-undermining capabilities including autonomy, deception, 

persuasion, scheming, and AI R&D.29 Major AI academics and executives have signed onto the 

statement, “Mitigating the risk of extinction from AI should be a global priority alongside other 

societal-scale risks such as pandemics and nuclear war.”30 One analysis of extinction risk from AI 

studies the plausibility of whether bioengineered pandemics, nuclear winter, or geoengineering 

could cause human extinction.31 More broadly, AGI systems automating major corporate, military, 

or governmental functions would have access to power and resources that it could misuse for 

sabotage, if misaligned with human intent. 
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