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Abstract

Frontier AI safety policies highlight automation of AI research and development
(R&D) by AI agents as an important capability to anticipate. However, there
exist few evaluations for AI R&D capabilities, and none that are highly realistic
and have a direct comparison to human performance. We introduce RE-Bench
(Research Engineering Benchmark, v1), which consists of 7 challenging, open-
ended ML research engineering environments and data from 71 8-hour attempts
by 61 distinct human experts. We confirm that our experts make progress in the
environments given 8 hours, with 82% of expert attempts achieving a non-zero
score and 24% matching or exceeding our strong reference solutions. We compare
humans to several public frontier models through best-of-k with varying time
budgets and agent designs, and find that the best AI agents achieve a score 4×
higher than human experts when both are given a total time budget of 2 hours per
environment. However, humans currently display better returns to increasing time
budgets, narrowly exceeding the top AI agent scores given an 8-hour budget, and
achieving 2× the score of the top AI agent when both are given 32 total hours
(across different attempts). Qualitatively, we find that modern AI agents possess
significant expertise in many ML topics—e.g. an agent wrote a faster custom Triton
kernel than any of our human experts’—and can generate and test solutions over
ten times faster than humans, at much lower cost. We open-source the evaluation
environments, human expert data, analysis code and agent trajectories to facilitate
future research.1

1 Introduction

Large language models are increasingly capable of complex programming tasks and are already
being used to accelerate AI research, from generating training data to serving as programming
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1Environments can be found at github.com/METR/ai-rd-tasks and agent trajectories can be found at tran-
scripts.metr.org. Analysis code and anonymized human expert data coming soon.
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Figure 1: RE-Bench is a collection of seven hand-crafted environments intended to test the AI R&D
capabilities of current AI systems. Humans and AI agents are tested under the same conditions. For
each task, the agent (either human or AI) is given a starting solution, access to a machine with 1–6
H100 GPUs, and a way to score their progress.

tools [1, 2, 3, 4, 5, 6]. As these capabilities grow, there is increasing concern about the potential
for AI systems to fully automate frontier AI research and development (henceforth AI R&D) with
minimal human involvement [7, 8, 9].2 Multiple AI developers and governments have identi�ed
the need for evaluations that can provide advance warning of these capabilities, to allow for the
implementation of key security and deployment mitigations [10, 11, 12, 13, 14].

In this work, we present RE-Bench, which aims to evaluate whether AI agents can fully automate the
work of expert AI R&D researchers, using direct performance comparisons between AI agents and
human experts under equivalent conditions and resources. These provide a clear logical connection
to automation risk: if AI agents perform signi�cantly worse than human ML experts given equivalent
resources and conditions, then the AI agents likely cannot automate these experts' research work.

To implement this approach, we present:

• Seven novel, hand-crafted evaluation environments covering realistic ML research tasks

• Data from 71 attempts by 61 ML experts completing these tasks under equivalent conditions
to those used for agents

• score@k results (best score obtained across sample ofk runs, similar to pass@k [1]) from
o1-preview and Claude 3.5 Sonnet in two different scaffolds across different time limits and
number of samples.

• Qualitative analysis of task characteristics and agent limitations.

All of the AI agents we evaluated outperform humans with a 2-hour time budget (Figure 2). However,
humans display better returns to increasing time budgets, exceeding the best agent scores when given
8 hours, and continuing to improve rapidly under longer total time budgets when evaluated through
best-of-k (i.e., using the result from the most successful ofk independent experts) with more samples.

Qualitatively, we �nd that most agent solutions score close to 0 (i.e. do not improve on the refer-
ence solution), but that agents submit new solutions over 10 times faster than human experts, and
occasionally �nd very successful approaches. Notably, both o1-preview and Claude 3.5 Sonnet �nd
distinct solutions to our kernel optimization problem that beat the efforts of all 9 human experts (see
Figure 18).

We then discuss ways in which this evaluation may over- or under-estimate the capabilities of AI
agents relative to humans. For example, our environments are smaller in scope and have clearer
objectives and shorter feedback loops compared to real-world research engineering. On the other
hand, the cost of generation tokens is very cheap relative to human labor, suggesting that optimization

2By “frontier AI R&D” we mean the research programs and activities that go into designing and scaling the
most advanced general-purpose models.
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